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Wait: Is this stuff even real today?
When I talk about data center-based desktop virtualization and VDI, I often hear 
objections like: “Hey, I tried Citrix [or VDI] a few years ago, and it sucked!” Or people 
say, “Yeah, that VDI thing is fine for simple applications like web browsing and office 
suites, but I have graphically intense, high-performance applications that require 
OpenGL, DirectX and great user performance.” Still others believe that VDI is just 
about Microsoft Windows applications and that there’s no option for UNIX or Linux 
environments.

So let’s clear the air right now: Hosting desktops in a data center is vastly different 
today compared with even a few years ago, and it’s like night and day from five to 
10 years ago.

I also find that when I talk about remote desktops and applications, it turns out that 
most users have tried only the basic access protocols—typically Remote Desktop 
Protocol (RDP) for Microsoft Windows desktops or virtual network computing (VNC) 
for UNIX or Linux desktops. But today’s remoting protocols are not RDP or VNC.

We now have many high-end protocol options, including Citrix HDX, Teradici PC-
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Hire better talent, have happier workers

With data center-based desktops, the IT engineering needed to support the 
applications can be located near the data center rather than near the users. It also 
means users don’t have to live near the data center.

This unlocks several benefits not previously available. What if your business didn’t 
have to hire your talent in the same city as your IT staff or your data centers? It 
means your talent can live anywhere. You really want to hire someone from rural 
Ohio who doesn’t want to move? No problem.
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Faster time to deploy and patch new applications

Everyone knows that keeping users’ workstations up to date is a never-ending 
struggle. Applications are constantly changed, updated, patched and reconfigured. 
If you’re in charge of keeping your users’ applications and desktops up to date, what 
do you think is easier: updating workstations spread all over the world, or updating 
workstations in a single data center?

Consolidating your users’ desktops into a data center means that they’re patched, 
updated and fixed much faster than in the traditional world, where they’re sitting on 
someone’s desk.

Reliability

With data center-hosted desktops, your critical applications run in a data center 
that you control. If a user’s computer breaks, critical business apps aren’t broken 
with it. The user can just move to a different desk, grab a computer from home, or 
go to Best Buy and pick up a laptop and be back up and running within minutes.

This also plays into the “user happiness” benefit mentioned above: If you have 
die-hard Mac® fans, let them use Macs. You don’t care!

Combine different application platforms into one overall environment

One of the challenges in the engineering space is that many engineering 
applications tend to run on UNIX or Linux, while users typically prefer Windows 
or Mac operating systems for their everyday desktop needs. By moving the 
engineering applications into a data center, you can provide remote access to the 
special UNIX- or Linux-based engineering apps while still allowing users to do their 
other work in Windows or the Mac.
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Reduced risk of theft

By definition, data center-based desktops live in your data center. This means your 
applications and data also live in your data center, rather than on the hard drives of 
the workstations in user land. This has major benefits in terms of security.

First, when it comes to intellectual property theft, you don’t have to worry about 
your expensive designs walking out the door on someone’s USB drive (be it a rogue 
employee or contractor).

Second, if someone literally steals the client device, that person doesn’t have a hard 
drive full of millions of dollars of IP.

Third, since the high-end hardware is in the data center, the client devices can 
be pretty “dumb,” typically nothing more than a thin client or a low-end desktop 
computer.

Instant scalability

It’s easier to scale virtual machines in a data center than physical work- stations on 
users’ desks. If you move all of your engineering applications to your data center, 
adding 10 more engineers during crunch time is simple—you just give them the URL 
to your engineering environment, and they’re off and running. When the project is 
over, you can deprovision them just as easily, without having to send an IT grunt out 
to collect a $15,000 desktop workstation.

Consistent performance

One of the classic benefits of data center-hosted desktops is that the desktop 
applications in the data center always run at full speed, and they always have LAN-
speed connectivity to the data sets they require, regardless of what’s happening on 
the client device. So a user’s junkware-laden laptop no longer negatively affects the 
performance of critical business applications.
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Engage in “follow the sun” roaming

If you have engineers working around the world, moving your desktops and 
applications into your data center means multiple users can share the same 
resources. If you have 30 users each in North America, Europe and Asia whose 
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Internet connection quality

It’s true that internet connections are always getting faster and more reliable, and 
that today’s remoting protocols can do amazing things to deal with low band-
width, high latency and packet loss. We shouldn’t forget, however, that remoting 
engineering applications is still going to require a decent connection.

Exactly how “decent” depends on lots of things, like the application’s requirements 
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